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Abstract: The development of Automatic Text Summarization systems with the help of a computer is one of the most challenging in two decades. The amount of information currently available and the time problem of those who need information reveal the importance of such summaries. Generally, successful summaries are produced by people. However, it is obvious that human resources will not be enough to summarize the daily flow of information. Today, work is focused on designing and improving systems that automatically extract the abstract from the text. In this study, a summarization system based on a parametric method has been proposed and implemented. It summarizes a single Turkish text. The compression ratio of the summary can be determined by the user. The system also offers title and keyword support to the user. The evaluation reveals an average model however the hardness of the Turkish language considered is promising.
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1. Introduction

The first study in this area is based on the word frequency in 1958 by Luhn [1]. Then Edmundson [2] in 1969 and the Salton [3] in 1989 found work on this topic. In Edmundson's work, he has proposed that we should consider the other facts in addition to vocabulary frequencies, for example expressions giving direct information on the subject (in conclusion, in summary, showing this article, etc.), the words containing the subject heading and the place where the sentence is held (usually the first sentences are more relevant) is also important.

Text summarization can be thought of as a two-stage job. In the first phase, source documents are analyzed and a set of sentences is extracted. However, the document set may contain repeated or conflicting information. Care should be taken when making summaries. More importantly, the documents may not be in a structure suitable to extract sentences directly. In cases where it is necessary to make a semantic or structural analysis, it is necessary to think of a preliminary process before the first stage. The second stage produces a readable summary of this sentence set.

Summarization is a complex task that requires detailed natural language processing capacity [4]. Current investigations for baseline reduction of the problem focus on extractive-summary [5]. Inferential summarization is a simple subset of the original text. This summary does not guarantee clarity, but provides enough content to make decisions about the text.


[12] This application was developed as a course project within the course of natural language processing. In the study, a weighting method of characteristics was applied with a similar approach. The rest of the article is organized as follows: text summarization procedure in section 2, method specifications in section 3, evaluation in section 4, conclusion in section 5, and future work in section 6.

2. Text summarization procedure

According to Lin and Hovy [13], text summarization consists of 3 stages. These are defined semantically as determining the subject (word frequencies, headings, information expressions, etc.), interpretation (detection of related sentences) and generation (selection of the most appropriate sentence from similar sentences, sentence elimination by summation rate).

Current studies on automatic summarization can be grouped under 3 main headings.

2.1. Statistical Methods

It deals with syntactic and statistical properties. Most of these methods are based on the assignment of a weight value to each sentence in the sentence. The weight value is determined by the position of the sentence in the document or the keyword content. The research is mainly focused on the following issues:

- Position of a sentence within the document or paragraph [14].
The presence of hinted words and expressions are of the "important", "absolutely", "particularly", "ambiguous", "may be", "for example" in unfavourable sense.

The existence of demonstrative structures, "the purpose of this research", "our research has shown that" [15].

The number of semantic relations between a sentence and its neighbors [16, 17].

The presence of words within the title, subheading [14] or the source [18].

2.2. Speech Methods

These methods are based on speech analysis. It aims to determine a set of POS-tags according to the semantic properties of the sentence. These labels are derived from conjunctive words and superficial clues that link sentences, such as subject matter declaration, causality, and description. The significance of a sentence is obtained from the significance of the semantic label [19].

Other studies reveal the rhetorical structure to determine the sentence [20] and sentence associations [21], taking advantage of the statement representation of the original text. For example, in the method proposed by Teufel, theme units are defined as "past", "subject", "related work", "purpose", "solution", "result" and "product".

2.3 Template Extraction Methods

Another approach is to make a detailed semantic analysis of the source text in order to use artificial intelligence techniques, thus creating the meaning of the text with semantic representation. These methods are based on practical knowledge and the use of pre-defined summaries extracted from the original context.

Frequently used text model is vectorial [22]. After each text element is preprocessed - in terms of a sentence text summarization - it is considered to be an N dimensional vector. Some metrics can be used to measure similarity between two text elements. The most commonly used metric is the cosine measurement. The vectors of the x and y texts are subjected to scalar multiplication. If the cosine value is 0, it is completely incompatible. If it is 1, it is completely similar.

The evaluation of the quality of the summary produced is a key point in the summarization work. Classic information fetch precision and recall metrics can be used to evaluate the performance of automated summary generation routines. Precision is the ratio of selected true sentences to the total selected sentences and recall is the ratio of selected true sentences to the total true sentences. The reference summaries are provided by the human jury and their performances are measured directly against the models. More important than this is the fact that the summaries the same human jury produced in different dates is similar only 55% [23], and the similarity of summaries produced in the jury is 46% [24]. This poses a problem in terms of the consistency of the evaluations.

3. Method specifications

3.1. Method Schema

Figure 1 and Figure 2 show the operation schema and implementation of the method respectively. Criteria weighting (default values are provided, the user can use these values), if any, keywords and summarization percentage are taken from the user. The user can determine which criteria should be used in sentence weighting. For this purpose, there is a check button next to each scoring criteria. Moreover, only one title (main title) is evaluated in the texts. User approval is required to determine this. The first sentence is regarded as the main title. No method has yet been applied to distinguish subheadings within the text. Later, the user selects the text file they want to summarize and starts the summarization. Up to this point, the process is interactive.

Fig. 1. Method operation schema

Then, the text is divided into sentences (in the direction of punctuation marks of the Turkish Language Society), and the words (tabs, spaces, characters are truncated) are obtained. In the words, the root is found by looking at the word root table (one letter at a time) otherwise the word is treated as root.

At the end, each word and sentence based calculations are made considering the criterion scores. If the user does not want to include some criterion for scoring, he can specify them on the criterion selection screen.
Sentences are determined according to the score obtained and the percentage of summarization. In this study, extractive summarization method is used. In other words, there is no semantic analysis module exists.

3.2. Method Criteria

Two types of criterion groups are used as in other studies in the system. The sentence-based ones are as follows:

- **Quotation Symbol** – The sentences contain this symbol are accepted to be important in the texts.
- **Title** - Review whether the phrase contains the words in the title and in the subtitles if any. It is assumed that such sentences are closely related to the subject.
- **Average Length** - The average length of the sentences in the document is calculated as words. Assumptions with an average length of ± 1 are assumed to be significant. This approach is favored as a long-term counterpart in some studies [25].

The criteria applied on a word-by-word basis are as follows:

- **Positive Word** – The sentences are examining whether they contain such resurgent words as a result, in summary, in conclusion and ultimately.
- **Negative Word** - The sentences containing the words because and however include detailed information on the subject and do not need to be included in the summary. It is assumed that such details contain unnecessary information [26].
- **Special Names** - Special names (starting with capital letters) in the texts about the content, place of the event, person etc. provides important information. So the model should give importance to the specifics of private names.
- **Word Frequency** - The frequency of each word in the text is calculated. The words and, or, with, for, et al. are not included (stop words). The words in the first 10% of the list are taken into account in the sentence rating. It examines whether a sentence includes the highest frequency words.
- **Numbers** - The sentences containing the numbers are presumed to contain important information indicating the relevant size.
- **Dates** - The sentence containing the name of the day or month is examined. Such information is important because it contains historical information.

**Keywords** - The presence of key words given by the user as a clue is perceived as a necessity for those phrases within the desired summary, and is often given a high score.

3.3. Word Table

A dictionary containing 49,000 stem words in Turkish is used. Every word in the dictionary also contains information about whether it is a name, an adjective, or a verb. These labels are not used in the model at the moment, but as a sub-structure in terms of subsequent linguistic studies.

Once the words in the text are separated, they are searched in the dictionary. If no word is found while searching the dictionary, the search is continued by subtracting one character from the end. If a stem word can’t be found in the dictionary, the original word is regarded as the stem. Thus, the root is found by removing the derivational affixes and inflections.

Due to the linguistic nature of Turkish, if a word ends with one of the letters b, c, d, g, these are replaced by letters p, ç, t, k respectively. The root words are stored in accordance with this linguistic standard.

3.4. Parsing

Punctuation marks question mark, point, exclamation and three points are used in order to determine sentence boundary in Turkish. In addition, punctuation marks, single and double quotation, brackets, commas and other symbols (except for numbers and date information) are removed from the text. Words whose initials begin with capital letters are treated as private names.

Paragraph decomposition is not applied because sentence-based extraction is preferred in the model.

3.5. Summary Extraction

The summary is extracted using the summary percentage that the user has specified and the weight value assigned to each sentence. First, the sentences are sorted in decreasing order according to the weight values they have obtained from the criteria. Then, by applying the simple formula in (1), it is decided how many sentences will be in the summary.

\[
ES = \frac{(TS \cdot SP)}{100}
\]

Here, ES is the number of sentences in the summary, TS is the total number of sentences in the text, and SP is the summary percentage. The result is rounded up.

4. Evaluation

The values in Table 1 were provided as default values in the method. These values were given completely intuitively. Due to the characters in the text, it has been observed that some of the texts can’t be properly separated. For the experiments, five texts containing different topics and sentences were used. The properties of the texts used in experiments are given in Table 2.

The experiments are summarized at Table 3. Two types of summaries (20%, 50%) are produced for each sample text. P and R used in the Table 3 are abbreviations of Precision and Recall respectively.
Table 1: Criteria default value

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Weight Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quotation Symbol</td>
<td>5</td>
</tr>
<tr>
<td>Title</td>
<td>15</td>
</tr>
<tr>
<td>Average Length</td>
<td>5</td>
</tr>
<tr>
<td>Positive Word</td>
<td>15</td>
</tr>
<tr>
<td>Negative Word</td>
<td>20</td>
</tr>
<tr>
<td>Special Names</td>
<td>15</td>
</tr>
<tr>
<td>Word Frequency</td>
<td>5</td>
</tr>
<tr>
<td>Numbers</td>
<td>5</td>
</tr>
<tr>
<td>Dates</td>
<td>10</td>
</tr>
<tr>
<td>Keywords</td>
<td>25</td>
</tr>
</tbody>
</table>

Table 2. Corpus properties.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Topic</th>
<th>Title</th>
<th>Sentence Count</th>
<th>Word Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Text 1</td>
<td>twilight</td>
<td>no</td>
<td>48</td>
<td>516</td>
</tr>
<tr>
<td>Text 2</td>
<td>two ships</td>
<td>yes</td>
<td>27</td>
<td>335</td>
</tr>
<tr>
<td>Text 3</td>
<td>Istanbul</td>
<td>yes</td>
<td>21</td>
<td>440</td>
</tr>
<tr>
<td>Text 4</td>
<td>fashion</td>
<td>no</td>
<td>14</td>
<td>202</td>
</tr>
<tr>
<td>Text 5</td>
<td>the system</td>
<td>no</td>
<td>4</td>
<td>67</td>
</tr>
</tbody>
</table>

It can be seen that, whenever the text size gets smaller, the percentage of both recall and precision increases. As the summary percentage decreases, then the percentage of both recall and precision decrease significantly, as a result of increased number of sentences. It is observed that the 50% summarization achieves acceptable success, regardless of the text size.

Table 3. Summary percentage and importance of text size

<table>
<thead>
<tr>
<th>Sample</th>
<th>20%</th>
<th>50%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td>Text 1</td>
<td>33%</td>
<td>20%</td>
</tr>
<tr>
<td>Text 2</td>
<td>40%</td>
<td>13%</td>
</tr>
<tr>
<td>Text 3</td>
<td>50%</td>
<td>25%</td>
</tr>
<tr>
<td>Text 4</td>
<td>100%</td>
<td>30%</td>
</tr>
<tr>
<td>Text 5</td>
<td>100%</td>
<td>50%</td>
</tr>
</tbody>
</table>

The results are obtained with the default parameters. The effects of the parameters on the model will be completed during the remainder of the study.

Furthermore, because of no Turkish text corpus exists for summary evaluation, confirming the validity of the experiments is impossible, however the results obtained are promising for future works.

5. Conclusion

In this study, an experimental application was developed which will form a summary for a single document written in Turkish. This system is designed with parameter weighting method and has the flexibility to expand with different text features. This study provides an experimental platform in order to train the learners who will meet for the first time with the natural language processing (NLP). In this model based on the weighting method, we have observed how important the document size and the summary percentage to be generated are in the summary. The effects of selected features and weight values on the model are not addressed in this study.

This system can be further expanded to create an application infrastructure for many NLP applications such as multi-document summarization, document classification, and so on. Similar studies on this subject have been mentioned in the literature section. But none of these are open source applications. The current application was developed with C # and is intended to be translated into Python and to be used by researchers as open source code in the near future.

6. Future work

A limited number of criteria were applied in the study. The effects of selected features and weight values on the model are not also addressed in this study. Moreover, the new criterion may be suggested and evaluation of the successes of criterion can be modeled easily.

One other issue is to determine the effects of the criteria for different text groups. Moreover, adaptation and modeling of criterion values can be achieved by machine learning algorithms.

At the moment, semantic analysis is not used for the summarization study. Semantic analysis can be applied so that the sentences follow a semantic sequence with each other and the summary forms integrity. As a simple method, a metric can be used that takes into account the distance between the sentences in the summary candidates or the sentence alignment.

The study is developed for a single document summarization. For multi-document summarization in the future, a summarization model can be modelled that uses the results of the each single summarization
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